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SOUL: Unlocking the Power of Second-Order Optimization for LLM Unlearning

① Study the impact of optimizer choice in LLM 

unlearning

② Propose SOUL, built upon and extended from 

Sophia [2], to enhance existing LLM 

unlearning approaches

③ Conduct thorough experiments across various 

LLM unlearning tasks, models, and evaluation 

metrics

➢ Contributions

❖ Influence Unlearning (IU):   
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➢What is LLM Unlearning?

❖ eliminating specific undesirable data 

influences and their corresponding model 

generation capabilities while ensuring that 

model utility is not compromised out of the 

unlearning scop [1]

Table 3. Example of generated texts from different

unlearned models in the TOFU dataset. Failed unlearning

is indicated by undesired answers marked in red, while

successful unlearning is highlighted in green for desired

responses.
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Table 1. Overview of the fictitious

unlearning performance using different

LLM unlearning approaches under the

TOFU fine-tuned LLaMA2-7B-chat

model. The optimal and second-best

result for each column, excluding those

for the original model, are emphasized

in bold and underlined, respectively➢ LLM Unlearning Problem Formulation

❖ No prior studies that specifically investigate LLM 

unlearning from the perspective of optimizer design.

➢ Insights from Influence Unlearning

𝜽𝑀𝑈 = 𝜽0 +𝑯−1∇𝜽𝐿 𝜽, 1 − 𝒘𝑀𝑈 ቚ
𝜽=𝜽0

𝐿 𝜽,𝒘 = σ𝑖=1
𝑁 𝑤𝑖𝐿(𝑦𝑖|𝑥𝑖; 𝜽) , where 𝑥𝑖 , 𝑦𝑖 is the training data 

point.  𝑤𝑖 = 0 when 𝑥𝑖 , 𝑦𝑖 is removed from the training data. 

𝑯−1stands for the inverse of the second-order derivative. 𝜽0 denotes 

original model 

➢ Proposed Algorithm and Performance Overview

➢ Experiment Results Highlights.

min𝜽 𝐿𝑓 𝜽;𝒟𝑓 + 𝛾𝐿𝑟(𝜽;𝒟𝑟)

𝒟𝑓: Forget set, includes the information for removal

𝒟𝑟: Retain set, irrelevant to the unlearning target

𝐿𝑓: Forget loss

𝐿𝑟: Retain loss
Figure 1. Unlearning performance versus optimization

epochs using different optimizers in TOFU unlearning.

Left: forget accuracy vs. epochs; Right: retain accuracy

vs. epochs.

Table 2. Performance of different unlearning methods on

copyright removal on Harry Potter books fin-tuned LLaMA2-7B

❖ Newton Update:   

𝜽𝑡+1 = 𝜽t − 𝜂𝑡𝑯𝒕
−1𝒈𝑡

Similar Memory and Time cost compared with Adam!

➢ SOUL: Second-order Unlearning for LLMs.
❖ Sophia [2]:  Scalable and effective second-order optimizer for LLM.

𝜽𝑡+1 = 𝜽t − 𝜂𝑡𝑐𝑙𝑖𝑝(
𝒎𝑡

max 𝛾𝒉𝑡 , 𝜖
, 1)

Where 𝒎𝑡 is exponential moving average (EMA) of gradient. 𝒉𝑡 is the 

EMA of hessian diagonal estimates obtained from the diagonal of the 

Gauss-Newton matrix  

Consistent formats between IU and Second-order optimization  
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